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A B S T R A C T

We present a novel edge segment detection algorithm that runs real-time and produces high quality edge segments, each of which is a linear pixel chain. Unlike traditional edge detectors, which work on the thresholded gradient magnitude cluster to determine edge elements, our method first spots sparse points along rows and columns called anchors, and then joins these anchors via a smart, heuristic edge tracing procedure, hence the name Edge Drawing (ED). ED produces edge maps that always consist of clean, perfectly contiguous, well-localized, one-pixel wide edges. Edge quality metrics are inherently satisfied without a further edge linking procedure. In addition, ED is also capable of outputting the result in vector form as an array of chain-wise edge segments. Experiments on a variety of images show that ED produces high quality edge maps and runs up to 10% faster than the fastest known implementation of the Canny edge detector (OpenCV’s implementation).
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1. Introduction

Edge detection is a very basic and important problem, and is a popular first step in many computer vision and pattern recognition applications [2–17]. A high quality edge map, which is defined to consist of perfectly contiguous, well-localized, non-jittered and one-pixel wide edge segments [18–24], significantly improves the performance of the rest of the computer vision and pattern recognition application; whereas, a low quality edge map, which has poor connectivity, edge width that varies, erroneous branching and notches, etc., significantly impairs the success of the rest of the application.

A generic way to detect edges in traditional edge detection algorithms is to apply a sequence of filters to the image. The first step is usually to pass the image through a low pass filter in an effort to reduce noise and smooth out the image. Since edges are high frequency components of an image, a high pass filter (a derivative or gradient operator, e.g., Prewitt [1], Sobel and Feldman [2], Scharr [3], etc.) is then applied to extract out areas where edges would be located. The output of the gradient operator is called the gradient map, which is usually thresholded to suppress low frequency, non-edged areas of the image. Pixels that survive the gradient thresholding constitute what is called the edge areas, which consists of several pixel-wide, thick strips of the image (Fig. 3(a)). The final task is then to go over the remaining pixels in the edge areas and obtain thin, contiguous, non-jittered and well-localized edges. This is the most important and difficult step in edge detection, and is achieved by such techniques as skeletonization, non-maximal suppression, edge thinning, or the application of morphological operators. But these techniques evaluate each pixel in the edge areas to be a potential edge element (edgel) in an isolated and individual manner. Canny edge detector, for instance, tests each pixel for being an edgel by comparing its gradient value with two of its neighbors, and if it (among a pre-set thresholded gradient magnitudes) is higher than its neighbors' gradient values along the same gradient direction, then the pixel is marked as an edgel. Such short-sighted local reasoning leads to low quality edge maps consisting individual, garbage-like edgel formations with multi-pixel wide, discontinuous edge segments.

To improve the quality of the edge maps produced by traditional edge detectors, many post-processing techniques [25–35] have been proposed. These techniques take a binary edge map as input and try to improve the edge map quality by employing rule-based methodologies with pixel-wise templates in an effort to clean up the edge map and link possible discontinuities. They also try to optimize the modal structure of edge segments with the help of morphological operations.

To better understand why edge linking and optimization studies constitute a crowded set in the literature, refer to Fig. 1, which shows the edge map for the famous Lena image produced by OpenCV Canny [4,36] algorithm, where some of the low quality edge patches have been highlighted. We see from the figure that the edge map has many low quality components consisting of ragged, discontinuous, unattended, multi-pixel wide edges, while some prominent details in the image, e.g., the left vertical line in patch ‘a’, are undetected. Threshold values can be decreased in an attempt to detect more details, but the resulting edge map would contain more garbage-like edge instances instead of mean-
ingful details. Although edge linking methods may improve the visual quality of the edge map by making use of various rules and templates, they still remain insufficient to produce high quality edge maps. Moreover, an edge linking method can not create a more “correct” edge map, even though it can improve the structural quality of the edge segments.

In real images sharp changes take part in a continuous manner, and the boundaries of the objects in the image lie contiguously unless they are obstructed by other objects. Yet, traditional edge detectors rarely make use of this fact, and employ a strictly local reasoning to determine edgels, which results in unattended, discontinuous, multi-pixel wide edge segment formations as shown in Fig. 1. However, we human beings employ a very different and basic strategy to determine the edges on an image. Specifically, if a person is asked to determine the boundaries of all objects in a given image like the experiments in [23], s/he would not evaluate each pixel individually, but rather, s/he would pick a point on an edge of an object and draw its entire boundary by joining consecutive pixels on the boundary. The person would then pick another point from the boundary of another object and draw its entire boundary. This process would continue until the person thinks that s/he has completed drawing the all edges in the image. Thus, connectedness, localization and smoothness of the edges are guaranteed.

Conceptually, a human’s high-level cognitive boundary detection method is similar to children’s dot-to-dot boundary completion puzzles, where a child is given a dotted boundary of an object, and s/he is asked to complete all the boundaries by connecting successive dots. As an example consider Fig. 2(a), which shows the famous Lena image’s edge map computation problem illustrated as a dot-to-dot boundary completion puzzle. When

![Fig. 1. In the middle: Lena’s edge map result by OpenCV Canny with parameters; low threshold: 30, high threshold: 60, aperture: 3. Lena image was first smoothed by a $5 \times 5$ Gaussian kernel with $\sigma = 1$. (a) Notch instances and discontinuities caused by noise, (b) unattended edge formations, (c) two-pixels wide edge segment on the boundaries of Lena’s hat, (d) unsmooth edge segment having discontinuities.](image)

![Fig. 2. (a) Lena’s edge map computation problem formulated as a dot-to-dot boundary completion puzzle. When consecutive dots are connected, we obtain a high quality edge map consisting of clean, one-pixel wide, contiguous edge segments. (b) A patch from the gradient map of Lena’s hat, (c) The 3D illustration of the patch in (b). Two sample anchors are marked with red (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) circles, arrows indicate the anchor linking directions.](image)
successive dots are connected, we obtain a high quality edge map for the Lena image.

In this paper, we propose an edge segment detection algorithm that applies the high-level cognitive reasoning employed in dot-to-dot boundary completion puzzles to edge segment detection. The proposed algorithm emulates the ideas in dot-to-dot boundary completion puzzles by computing a set of points (called the anchors) that represent stable landmarks on the sharp intensity changes of a given image (Section 2.3), and then uses a smart routing algorithm to connect successive anchors (Section 2.4). The proposed algorithm literally draws an edge segment between successive anchors, hence the name Edge Drawing (ED) [37], similar to a person’s connecting successive dots in a dot-to-dot boundary completion puzzle by drawing an edge segment between them (refer to Fig. 2). This is the most important part of the contribution of this study and should not be mixed up with edge linking paradigm where an already computed edge map is taken as input and improved with respect to the edge quality metrics. Because ED detects the edges from the beginning just by computing a few number of points, high quality edges can be obtained without the need of a post processing method. Moreover, ED is able to output the result in vector form as an array of chain-wise detected edge segments (Section 3).

The rest of the paper is organized as follows: Section 2 describes step-by-step how ED processes an image to produce the final edge map. Section 3 talks about the importance of edge segment detection and why ED can produce high-quality edge segments. Section 4 analyzes the performance of ED from different perspectives, and Section 5 concludes the paper.

2. Edge Drawing algorithm (ED)

ED works on grayscale images and is comprised of four main steps:

1. Suppression of noise by Gaussian filtering.
2. Computation of the gradient magnitude and edge direction maps.
3. Extraction of the anchors.
4. Connecting the anchors by smart routing.

2.1. Gaussian filtering

The very first step of ED is similar to most image processing methods: we convolve the image with a Gaussian kernel to suppress noise and smooth out the image. For all results given in this paper, a $5 \times 5$ Gaussian kernel with $\sigma = 1$ is used.

2.2. Computation of the gradient magnitude and edge direction maps

The next step of ED is to compute the gradient magnitude and edge direction maps. Using the smoothed image, we compute the horizontal and vertical gradients, $G_x$ and $G_y$, respectively. Any of the well-known gradient operators, e.g., Prewitt [1], Sobel and Feldman [2], Scharr [3], etc., can be used in this step. The gradient magnitude $G$ at a pixel is then obtained by the formula $G = \sqrt{G_x^2 + G_y^2}$. Alternatively, gradient magnitudes can be computed by simply adding $G_x$ and $G_y$, i.e., $G = |G_x| + |G_y|$ for faster computation and the threshold value can be rescaled.

Simultaneously with the gradient magnitude map, the edge direction map is also computed by comparing the horizontal and vertical gradients at each pixel. If the horizontal gradient is bigger, i.e., $|G_x| \geq |G_y|$, a vertical edge is assumed to pass through the pixel. Otherwise, a horizontal edge is assumed to pass through the pixel. Our experiments have shown that using two gradient directions were enough to efficiently route the connecting process of anchors with the routing mechanisms shown in Fig. 4(b) and (c). Increasing the number of gradient angles simply increases the computational time without improving the anchor connection process.

To help us suppress image locations where have smooth intensity changes we threshold the gradient map and eliminate the so-called “weak” pixels. Fig. 3(a) shows the Lena image, and the corresponding thresholded gradient map. This thresholded gradient cluster represents the edge areas because all edgels of the image must reside within the boundaries of this cluster. In other words, the final edge map will be a subset of this cluster and none of the eliminated black pixels will contain an edgel.

The first two steps of ED (Gaussian filtering and gradient map computation) are similar to most edge detection algorithms. After the computation of the edge areas, however, ED follows a very unorthodox approach: Instead of testing individual pixels within the edge areas for being edgels, ED first spots a subset of pixels (called the anchors) and then connects these anchors via a smart heuristic routing procedure.

2.3. Extraction of the anchors

Intuitively, anchors should correspond to points where the edges would put over. The points that satisfy this condition may

\[ G(x, y) = \sqrt{G_x(x, y)^2 + G_y(x, y)^2}, \]

and

\[ \hat{G}(x, y) = \max\{0, G(x, y) - \theta\}, \]

where $G(x, y)$ is the gradient magnitude at point $(x, y)$, $\theta$ is the threshold value, and $\hat{G}(x, y)$ is the thresholded gradient magnitude.

Fig. 3. Lena’s (a) thresholded gradients cluster, (b) computed anchor points, (c) Lena’s final edge map produced by ED using the anchors in (b).
possibly be computed in various ways. For instance, corners would be very good candidates for anchors since they are located on the image where the intensity sharply changes in both horizontal and vertical directions. This situation greatly increases the probability of an edge to lie on that location. An application that aims to detect the rigid geometric objects may be a good example to prefer corners for anchors. Alternatively, anchor extraction procedure may specifically be designed according to the application, i.e., an interest point detector or/with a keypoint descriptor can be substituted to detect specific edges on the image for the sake of performance. Thus, edges of unnecessary details can be filtered out regardless of how much sharp they are. In this paper, we simply prefer the use of local gradient extremums as anchor points for the following reasons, i.e. we already obtain the required information to compute local gradient extremums in previous steps, thus it eases the explanation of the main idea of our algorithm and becomes computationally beneficial. Note that an anchor is just a location that the edge drawing procedure begins, and it does not mean that every anchor will be included in the final edgemap. We will talk about this situation in the Section 2.4 in more detail.

If you visualize the gradient map in 3D, anchors would be located at the peaks of the gradient map mountains. To connect consecutive anchors, we would simply proceed over the cordillera peak of the gradient mountain. Fig. 2(b) and (c) shows part of the gradient map from Lena’s hat, and the corresponding 3D view. Clearly, the gradient operator produces maximum values at edge crossings. That is, edgels are located on top of the gradient mountain. Anchors (marked with red circles) are the peaks of this mountain. ED would first identify these peaks and then connect them with a smart routing procedure. In Fig. 2(c), two arrows indicate the anchor proceeding directions.

Algorithm 1 shows our intuitive algorithm to test a pixel (x, y) for being an anchor. Since an anchor must be a local peak of the gradient map, we simply compare the pixel’s gradient value with its neighbors. For a horizontal edge, the up and down neighbors are compared; for a vertical edge, left and right neighbors are compared. If the pixel’s gradient value is bigger than both of its neighbors by a certain threshold, then the pixel is marked as an anchor. By changing the anchor threshold, the number of anchors can be adjusted. The lower the anchor threshold, the denser the anchors will be. The higher the anchor threshold, the sparser and sharper the anchors will be. Furthermore, anchor testing can be performed at different scan intervals, i.e., every row/column, every second row/column etc. Increasing the number of anchors would increase the details of the edge map, and vice versa. Different scan intervals can also be used for horizontal and vertical anchor computation depending on the application, thus undesired features can be excluded.

Anchor scan interval is independently adjustable, however, there is a vital point to consider about it. Despite the inherent robustness of the edge drawing algorithm, the overall edge accuracy somewhat depends on the selection and the sparsity of the anchor points. Although the scan interval for anchor point search is a free parameter, it must be kept below the radius of the smoothing kernel (which happens to be “5” for the experiments presented herein) to assure that no prominent edge feature is discarded. In this way, the subsampling (due to scan interval selection) operation is assured to be kept below the Nyquist rate and obtaining ambiguous results is avoided. A multi scale approach could also be adopted to improve the edge detail parameterization via scale-space approaches. However the current work is the introduction of the novel edge drawing paradigm, so the multi scale concept is kept beyond the scope of this work for an individual case study. Fig. 3(a) shows a set of anchors for the Lena image for an anchor threshold of 8, and a scan interval of 4; that is, every 4th row or column has been scanned to look for anchors.

2.4. Connecting the anchors by smart routing

The final and most crucial step of ED is connecting the anchors by drawing edges between them. Since the edge map is constructed in this step by using the information gathered in the first three steps of the algorithm, this step deserves special attention. To connect consecutive anchors, we simply go from one anchor to the next by proceeding over the cordillera peak of the gradient map mountain. This process is guided by the gradient magnitude and edge direction maps computed in step 2 of the algorithm. The smart routing process is independent from the anchor extraction method and works as follows: Starting at an anchor, we look at the direction of the edge passing through the anchor. If a horizontal edge passes through the anchor, we start the connecting process by proceeding to the left and to the right (refer to Fig. 4(b)). If a vertical edge passes through the anchor, we start the connection process by proceeding up and down (refer to Fig. 4(c)). During a move, only three immediate neighbors are considered, and the one having the maximum gradient value is picked. The process stops under two conditions:

1. We move out of the edge areas, i.e., the thresholded gradient value of the current pixel is 0.
2. We encounter a previously detected edgel.

Algorithm 2 describes smart routing starting at an anchor (x, y).

We assume that a horizontal edge passes through this anchor and we give the algorithm to proceed left of the anchor. Proceeding right, up or down would be very similar, and are not elaborated. Starting at an anchor (x, y), we proceed left for as long as the two conditions listed above are satisfied. At each iteration of the loop, we simply look at the three immediate neighbors to the left, i.e., (x–1, y–1), (x–1, y), and (x–1, y+1), and pick the one having the greatest gradient value. If we were to proceed right, we would have considered three immediate neighbors to the right, i.e., (x+1, y–1), (x+1, y), and (x+1, y+1).

A detailed illustration of the smart routing procedure is given in Fig. 4(a) on a magnified region of a thresholded gradient cluster. Numbers inside the pixels are the gradient magnitudes; the black
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1 For interpretation of color in Figs. 4 and 5, the reader is referred to the web version of this article.
pixels represent the thresholded pixels. Anchors are marked with red circles and the pixels collected during the connecting process are labeled with yellow circles. Assume that the pixel at (8, 4) is the starting anchor. Since a horizontal edge is passing through this anchor, a horizontal walk (first to the left and then to the right) is initiated. Small arrows show the pixels being considered during the routing process, and the blue arrows indicate the selected pixels. As seen in Fig. 4(b) and (c), three immediate neighbors are checked at each iteration with respect to the edge direction, and the pixel having the greatest gradient value is selected. At (3, 5) the direction of edge changes from horizontal to vertical. At this point, we stop the current horizontal left walk, and start two vertical walks, one going up and one going down. The vertical up walk terminates immediately, as it would pick the already selected edge segment pixel (4, 4). The vertical down walk continues all the way to (5, 10). Notice that there may be many different walks within the same edge segment. That is, during the extraction of a single edge segment, we may move horizontally and vertically many times as illustrated in Fig. 4, where we had one horizontal left move, and one vertical down move. Also notice that the resulting edge segment is always contiguous and one-pixel wide. Fig. 3(c) shows the Lena’s final edge map obtained by joining the anchors shown in Fig. 3(b). Note that all anchors in Fig. 3(b) do not have to be included in the final edge map. It is possible to discard some of the edge segments if they consist of less than a specific number of anchors or edgels. This simple control enables to improve the final edge map by excluding short and small structures in an effortless manner.

3. Edge segment detection with ED

In addition to obtaining high quality edges of an image, there is a substantial demand for detecting the edges in edge segment format. An edge segment can be defined as a set of connected edgels in the edge map, and is very helpful in line and arc extraction applications [46–60]. An edge segment can also be chain-coded with relative position vectors between consecutive edgels, a.k.a., Freeman chain-code [45], and significant information about the geometric structure and orientation of the segment can be derived by analyzing the distribution and moments of the chain code [49–57]. The obtained feature vectors can then be used in detection [56,58], recognition [61], and registration [54,62] applications. Furthermore, obtained edge segments can be validated with the Helmholtz principle to eliminate invalid detections, which leads to a parameter-free edge segment detector based on the algorithm described in this paper [63].

If one wants to obtain the edge segments of an image with conventional tools, they would first obtain the binary edge map by a traditional edge detector and then apply a connected component analysis, which outputs each fully connected set of pixels as an edge segment. In [38] we compared the edge segment detection performances of ED and Canny followed by 8-pixel neighborhood connected component analysis (8N CCA). We performed the experiments with an extensive set of images and also present the computation timings for both of the algorithms. From the experiments we clearly show that the Canny’s edge segments obtained by CCA have disjoint and jagged structures. Many segments, which should have been joined together, fail to get connected because Canny’s edge map have many discontinuities. Notice also that Canny’s edge segments are detected as a “blob of connected pixels” rather than as a “chain of pixels”. This means that many “blob” segments should in fact be broken down to segments consisting of a linear chain of pixels. Furthermore, there are many small-sized noise-like edge segments due to the noisy nature of Canny’s edge map. All of these drawbacks reduces the effectiveness of shape detection and recognition applications that make use of the extracted edge segments.

### Algorithm 2: Algorithm to proceed left of an anchor at (x, y)

**Symbols used in the algorithm:**
- (x, y): Pixel being processed
- G: Gradient map
- D: Direction map
- E: Edge map

```plaintext
GoLeft(x, y, G, D, E)

while G[x, y] > 0 and E[x, y] ≠ EDGE and
    D[x, y] = HORIZONTAL do
    E[x, y] = EDGE; // Mark this pixel as an edgel
    // Look at 3 neighbors to the left &
    // pick the one with the max. gradient value
    if G[x - 1, y - 1] > G[x - 1, y] and
       G[x - 1, y - 1] > G[x - 1, y + 1] then
        x = x - 1; y = y - 1; // Up-Left
    elseif G[x - 1, y + 1] > G[x - 1, y] and
           G[x - 1, y + 1] > G[x - 1, y - 1] then
        x = x - 1; y = y + 1; // Down-Left
    else
        x = x - 1; // Straight-Left
    end if
end while
```
To better understand why ED is able to distinguish between adjacent edge segments and output them as separate linear pixel chains, consider the synthetic image given in Fig. 5(a), which contains a long vertical line and a short horizontal line intersecting the long line in the middle. A 10% uniform noise has been added on top of the image to make edge detection more difficult. Fig. 5(b) shows the image’s gradient map (obtained by the Sobel operator), and Fig. 5(c) shows the 3D model of this gradient map. Red points on top of the cordillera peak of the gradient map are the anchors and arrows illustrate the anchor connecting process. Starting at the top most anchor on the long vertical line, ED proceeds down (green arrows) and goes all the way to the end of the vertical line. This linear chain of pixels is then output as the first edge segment. ED then starts at the right-most anchor on the short horizontal line and moves left (blue arrows) until it hits the long vertical line in the middle. This linear chain of pixels is then output as the second edge segment. Fig. 5(e) shows the two edge segments output by ED. If we perform the same experiment with Canny edge detection followed by CCA, we get a single “blob” edge segment containing the pixels of both lines as shown in Fig. 5(d).

To better understand why ED is able to distinguish between adjacent edge segments and output them as separate linear pixel chains, consider the synthetic image given in Fig. 5(a), which contains a long vertical line and a short horizontal line intersecting the long line in the middle. A 10% uniform noise has been added on top of the image to make edge detection more difficult. Fig. 5(b) shows the image’s gradient map (obtained by the Sobel operator), and Fig. 5(c) shows the 3D model of this gradient map. Red points on top of the cordillera peak of the gradient map are the anchors and arrows illustrate the anchor connecting process. Starting at the top most anchor on the long vertical line, ED proceeds down (green arrows) and goes all the way to the end of the vertical line. This linear chain of pixels is then output as the first edge segment. ED then starts at the right-most anchor on the short horizontal line and moves left (blue arrows) until it hits the long vertical line in the middle. This linear chain of pixels is then output as the second edge segment. Fig. 5(e) shows the two edge segments output by ED. If we perform the same experiment with Canny edge detection followed by CCA, we get a single “blob” edge segment containing the pixels of both lines as shown in Fig. 5(d).

To measure the effects of the anchor threshold on the final edge map, we performed another experiment and present the results in Fig. 6 for the Peppers image. To obtain the results in Fig. 6, we set all parameters of the algorithm to certain default values and only change the anchor threshold. Specifically, we increase the anchor threshold from left to right to indicate its effect on the resulting edge segments. As seen from the figure, with increasing anchor threshold, the minor details disappear and only the major edge segments remain. This is because at high anchor threshold values, anchor points are located only on the ridges where intensity changes are more rapid, i.e., strong edges. For this reason, edge segments of trivial details are filtered out and more prominent edges are detected.

In this paper, as a complementary study refer to the [38], we present an important extension of experiments about edge segment detection that clearly show and compare the performances of Canny+8N CCA and ED in tough cases (Section 4.3). In these experiments, we show how to efficiently tune the parameters of ED in order to handle the situation in noisy and smooth cases on images.

4. Experiments

It is generally accepted that different edge detectors would be better suitable for different applications; however, Canny’s edge detection algorithm has been shown to produce the best results in many situations [23,24], and is the most popular edge detection algorithm for many real-time computer vision and pattern recognition applications. Therefore, in this paper we will be comparing ED with Canny. Among various implementations of Canny’s edge detector, we selected OpenCV implementation [36] for two
reasons: First, a standard implementation frees the reader from any suspicion about potential implementation discrepancies as anyone can download OpenCV freely. Second, and more importantly, OpenCV implementation of Canny is the only edge detector that can match ED in terms of speed and real-time applicability.

We analyze ED’s performance in three steps. First, we compare the quality of ED’s edge maps to that of Canny, and also compare their running time performance. We then look at the effects of different gradient operators on ED’s final edge map. Next, the performance of ED on some tough cases are illustrated.

4.1. ED’s edge map quality and running time performance

In this section, we compare the performance of ED to OpenCV Canny (cvCanny). We first present edge map results on some test images, and then compare the running time performance of ED and OpenCV Canny on these images.

Fig. 7 shows the edge maps produced by OpenCV Canny (cvCanny) and ED for 4 challenging images. To obtain these results, we used a Canny low threshold of 30, and a high threshold of 60. For ED, we

---

The reader may examine the all experimental images in fine detail by zooming since they are embedded in full resolution.
used the Sobel operator with a gradient threshold of 36 and an anchor threshold of 8. In both cases, the input image was smoothed using a $5 \times 5$ Gaussian kernel with a $\sigma = 1$.

Looking at the resulting edge maps, we see that Canny’s edge maps contain a lot of disjoint, unattended noisy edgels. On the other hand, ED’s edge maps are very clean consisting of coherent, contiguous, well-localized and one-pixel wide edgels. The reader may perform additional tests online at ED’s web site [39].

The asymptotic complexity of ED is simply $O(k^2n)$ where $n$ is the total number of pixels in the image and the $k$ is the aperture of the filter kernels. Since the algorithm uses predefined kernels for smoothing and derivation with constant apertures; the final runtime complexity of the ED reveals $O(n)$ as a linear algorithm.

Table 1 shows the dissection of the processing times of ED and OpenCV Canny on four images given in Fig. 7. The processing times were obtained in a PC with an Intel 2.2 GHz E4500 processor and 2 GB RAM. Clearly, ED runs real-time and is faster on most of the test images up to 10% than the OpenCV’s Canny. If you consider that the OpenCV algorithms are improved by the performance optimization experts, the timing results with our naïve ED implementation are quite appreciable. Also recall that ED not only generates better binary edge maps, but its output is a set of edge segments, each consisting of a pixel chain in vector form. To generate edge segments as pixel chains from OpenCV Canny’s binary edge map
4.2. The effects of the gradient operator on ED’s edge segments

Recall from Section 2 that ED computes a gradient map, and then makes use of this gradient map during anchor computation and linking. We stated that ED is independent of the used gradient operator, and can work with a gradient map computed by any of the well-known gradient operators. In this section, our goal is to look at the effects of the gradient operator on ED’s final edge map. Below we run ED with three well-known gradient operators, i.e. Prewitt, Sobel and Scharr, and compare the resulting edge maps.

Fig. 8 shows the edge maps produced by ED using Prewitt, Sobel and Scharr gradient operators for four different images. The following (Gradient threshold, Anchor threshold) pairs have been used with each operator: Prewitt (24, 5), Sobel (36, 8) and Scharr (144, 32). Analysis of the edge maps in Fig. 8 (and many others we tested) indicates that there are very small differences between the edge maps produced by different gradient operators. Since the algorithm constructs the edge map with the pixels which give the maximum response to the gradient operator, choice of the operator does not make much of a difference on ED’s final edge map. The reader may perform additional tests with different gradient operators online at ED’s Web site [39].

4.3. ED on tough cases

In this section, we talk about how to set ED’s parameters to get the best performance in some tough cases. Images containing a lot of noise or very smooth boundary regions can be defined as tough cases for an edge detector. In such cases, a typical edge detector either does not detect any edges at all or detects very low quality edges, which would not be very useful for further processing in the rest of the application. Fig. 9 shows a patch from the Lena image. Since this patch has a very smooth intensity change, detecting the left vertical line is very difficult. Fig. 9(b) and (d) show the thresholded gradient magnitude images for thresholds of 60 and 30 respectively, and Fig. 9(c) and (e) show the edge maps produced by OpenCV Canny. With a gradient threshold of 60, which corresponds to Canny low threshold, the resulting edge map quality is reasonable with a few number of discontinuities. But since the transition on the left vertical line is very smooth, it does not give a very high response to the gradient operator and gets eliminated by a slightly high threshold. Therefore, this part is not detected at all in Fig. 9(c). When the gradient threshold is lowered to 30 so that this area does not get eliminated during gradient thresholding (refer to Fig. 9(d), the left vertical line is detected (refer to Fig. 9(e). But observe that lowering the gradient threshold has also lowered the edge map quality in other parts of the image, making final edge map very noisy.

ED can produce good results in such difficult cases when its parameters are set properly. Similar to Canny, the detected edges would be a subset of the thresholded gradient cluster, i.e., edge areas. But unlike Canny, which evaluate pixels in an individual and isolated manner, ED uses a high-level cognitive reasoning and works by joining anchors. Therefore, given a single stable anchor in an edge area, ED would be able to proceed within the edge area using the direction map and detect the entire boundary as a one-pixel wide edge segment. This means that as long as stable anchors are chosen within an edge area, lowering the gradient magnitude threshold would not result in a noisy edge map as it would in Canny. But the anchors must be chosen carefully, because a bad anchor may generate a totally meaningless edge segment.

Fig. 9(h) shows ED’s result on the same vertical Lena patch. Gradient threshold was lowered enough to include both vertical strips as potential edge areas (refer to Fig. 9(f). With an anchor threshold of 10, several stable anchors are located within the edge areas (refer to Fig. 9(g). Recall from Section 2.3 that the anchor threshold
determines how sharp local maximas of the gradient map will be picked as anchors. The higher the anchor threshold, the sharper or steeper the maxima must be in order to be picked as an anchor. Since we want more stable anchors in such smooth and noisy areas, a relatively high anchor threshold of 10 was chosen. This is why only a couple of anchors are detected. Fig. 9(i) shows the thresholded cluster, anchors and edge segments with an overlayed manner. Clearly, a single anchor on the left vertical strip (the one at the bottom of the strip) was enough to draw out the entire left vertical line. Similarly, two stable anchors (the ones in the middle) were enough to draw out the entire right vertical line. Note that the right-upmost anchor does not included in the final edge map since its short length in accordance with the explanation in Section 2.4.

To test performance of ED’s segments with noisy images, we created the synthetic image shown in Fig. 10(b) and added different levels of Gaussian noise. Fig. 10(c) shows the edge segments produced by OpenCV Canny. Fig. 10(d) shows ED’s anchors (red points), and Fig. 10(e) shows ED’s edge maps. To get these results, different thresholds have been tried and the best resulting edge maps for both algorithms have been presented. In the first row of Fig. 10 both algorithms can be seen to detect the synthetic circle’s periphery as one blob of connected edgels despite the added noise. As we increase the amount of noise in the second row, Canny starts detecting the circle’s periphery as five separate blobs of connected edgels, i.e., edge segments (note that the each edge segment is indicated in a different color). ED, however, is still able to detect the circle’s periphery as one edge segment. Eventually, in the last row with a lot of noise, Canny detects the circle’s periphery as 15 separate edge segments since the edgels become more disconnected due to noise. As we decrease Canny’s thresholds to make edgels more connected, the resulting edge map contains more notches and meaningless furcations. ED, however, continues producing a good result, and detects the circle’s periphery in two separate edge segments. The reader should carefully examine the images in Fig. 10(d) to understand where the success of ED comes from. As seen, we can decrease the gradient threshold to obtain a contiguous circle periphery without compromising the edge quality because a few carefully chosen anchors (4 in the given example indicated as red dots) are able to draw out the entire circle boundary.

5. Conclusions and future work

We present a novel, unorthodox and real-time edge segment detector that is based on a high-level cognitive reasoning paradigm, and works similar to dot-to-dot boundary completion puzzles. The proposed algorithm computes a set of anchors, which are expected to be stable landmarks on the edges of a given image, and literally draws edges between these anchors by a heuristic smart routing algorithm, hence the name, Edge Drawing (ED). Since ED works by chaining adjoint edgels, the produced edge map is guaranteed to consist of clean, contiguous, well-localized, one-pixel wide edge segments, each of which is a linear pixel chain. By the high level reasoning that the algorithm based on, ED imitates humans’ high-level cognitive reasoning and does not let any single or group of unattended edgels to appear on the final edge map. Experiments on many different images (and many more that the reader may perform online [39]) show that ED’s edge maps are of very high quality. The algorithm is very generic, and can be run with different gradient operators and thresholds to adjust the level of detail in the final edge map. Even in tough noisy images or those containing smooth boundary transitions, ED is shown to produce good results with appropriate parameters. With its high quality edge segments and blazing speed, we believe that ED would be...
very suitable for the next generation real-time computer vision and pattern recognition applications. It is possible to list the following topics as future work candidates: